
ML4H 2022
New Orleans, LA

An Empirical Study on Activity Recognition in Long Surgical Videos
Zhuohong He, Ali Mottaghi, Aidean Sharghi, Muhammad Abdullah Jamal, Omid Mohareri

Overview Models

Results

Key Conclusions

Introduction: 
• Surgical videos captured by endoscopes, microscopes, and external 

cameras are readily available and information-dense. 
• Understanding these videos provides valuable insight into operating 

room (OR) efficiency and safety which improve patient care. 

Motivation: 
• Previous SOTA on surgical activity recognition use lightweight frame-

wise backbones due to the small dataset sizes.
• No previous study on peri-operative activity recognition on large-

scale OR dataset.

Purpose: (1) To empirically study spatio-temporal clip-wise models on 
surgical datasets. (2) To investigate unsupervised and supervised 
domain adaptation techniques.

Due to the length of surgical videos, we employ a two-stage model. A 
backbone model extracts features for short video clips. Using the features, 
a temporal model predicts classes with long-term dependencies.
Backbones: We benchmarked four SOTA spatio-temporal backbones:
Inflated 3DConvNet (I3D), SlowFast, TimeSformer, Video Swin
Transformer
Temporal Model: We selected the Gated Recurrent Unit (GRU), 
Temporal Convolution Network (TCN), and Transformer models.

Methods
Pretrain: Kinetics400, ImageNet, Random Initialization
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• We establish a precedence of using clip-wise models for activity 
recognition in surgical video datasets. We show that pretraining is 
essential for convergence on small datasets.

• Video Swin Transformer & BiGRU is the strongest performing model.
• We achieved the new state-of-the-art performance on Cholec80 and 

OR-AR activity recognition set. Strong performance on Cataract-101.
• We demonstrate the adaptability of our model to domain shifts with 

minimal supervision.

Datasets
(1) Operating Room Activity Recognition (OR-AR): A large private 

dataset of 820 videos captured by time-of-flight sensors placed 
around the operating room. Each video ranges from 2-8 hours. Videos 
includes 30 procedure types across two ORs from 27 surgeons.

(2) Cholec80: A small public dataset containing 80 endoscopic videos of 
cholecystectomy procedures by 13 surgeons captured at 25 fps.

(3) Cataract-101: A small public dataset of 101 cataract surgeries 
captured from a microscope. The average video length is 8.3 mins.
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